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Abstract

Previous research has shown that fund performance is reduced by higher expense and higher portfolio turnover ratios, but improved by more active management. Using data for equity mutual funds from 1991-2012, we show that previous research has overlooked the fact that funds with higher expense ratios and higher turnover ratios have had greater volatility of performance as well as lower mean performance, a doubly adverse pattern. Prior studies have failed to notice that a high degree of active management magnifies the extremes of performance. Thus mutual funds with higher expense ratios, higher turnover ratios, and more active management are riskier.
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The Volatility of Mutual Fund Performance

There is a vast literature on mutual fund performance and most studies relate fund characteristics to risk-adjusted returns.\(^1\) Previous research has shown that mutual fund net performance is reduced by higher expense ratios and also by higher portfolio turnover. Several recent papers have presented evidence that more actively traded funds have higher net performance.

Our study shows that these previous results have overlooked important aspects of the impact of mutual fund expense ratios, turnover ratios, and active management on fund performance. We find that not only do higher expense ratios or higher portfolio turnover reduce mean performance, but they also increase the dispersion of performance - a doubly adverse effect. While active management may increase mean performance, we show that active trading increases the dispersion of performance so that active management\(^2\) does not provide a foolproof guarantee of better results for investors.

Prior research assumes that a single equation regression model can describe the relationship between performance and fund characteristics. We show that single equation regression models of mutual fund performance have pronounced heteroscedasticity problems. Specifically, mutual funds with high expense ratios or high turnover ratios or more active strategies have markedly higher dispersion of performance compared to mutual funds with low

\(^1\) It is well documented funds with higher expense ratios and higher turnover ratios have lower performance (for example see Carhart, 1997). Fund size and family size have also been shown to affect performance (Chen et al., 2004). The impact of active management and performance has also been examined (Cremers and Petajisto, 2009 and Amihud and Goyenko, 2013). The extensive literature on mutual fund performance also includes, but is not limited to, Jensen (1968), Grinblatt and Titman (1989), Elton, Gruber, Das and Hlavka (1993), Malkiel (1995), Gruber (1996), Tufano and Sevick (1997), Zheng (1999), Wermers (2000), Christoffersen and Musto (2002), Elton, Gruber, and Blake (2003), Elton, Gruber, and Busse (2004), Kosowski, Timmermann and White (2006), French (2008), Kacperczyk, Sialm, and Zheng (2008), Gil-Bazo and Ruiz-Verdú (2009), Fama and French (2010), Glode (2011), and Edelen, Evans, and Kadlec (2012).

\(^2\) The term active management is typically used to mean deviating from a passive portfolio that holds the entire market.
expense ratios or low turnover ratios or relatively passive strategies. The standard corrections for heteroscedasticity do not adequately adjust for these dispersion differences.

Our paper begins by first documenting heteroscedasticity in the risk-adjusted performance of US equity mutual funds from 1991 to 2012. Then for comparison with earlier studies, we repeat single equation regression models of performance versus fund characteristics and replicate the results of previous single equation regression studies using the standard adjustments for heteroscedasticity.

Next, we run quantile regressions on the same data. Quantile regressions fit a series of linear functions for different values of the dependent variable. Quantile regressions allow for the possibility that the relation between the dependent variable and each independent variable may differ for specific levels of the dependent variable and may differ for each explanatory variable. For mutual funds we find that the relationship between fund performance and the expense ratio (the turnover ratio, active management) is markedly different for high levels of fund performance compared to low levels of fund performance. That is, the relationship between these three variables and fund performance is heteroscedastic. However, for fund size and for mutual fund family size, the relationship between performance and these two variables is the same for different levels of performance. That is, there is a homoscedastic relation between performance versus fund size and performance versus family size. One of the extremely valuable features of quantile regression is its ability to differentiate those variables that have a changing relationship with the dependent variable versus those that have a steady relationship with the dependent variable. Thus quantile regressions allow a much fuller description of the relationships between fund performance expense ratios, turnover ratios, active management, fund size, and family size.
Quantile regressions for high-performing funds show that the impacts of the expense ratio and the turnover ratio are insignificantly different from zero. In contrast, the quantile regressions for poorly performing funds indicate that higher expense ratios and higher turnover ratios have a pronounced negative impact on performance. Since investors do not know in advance which funds will be good performers and which will be poor performers, higher expense ratios and higher turnover ratios increase downside risk without any upside gain. While the lower mean performance of funds with higher expense ratios and higher turnover ratios is known, the greater dispersion of performance has been unnoticed.

In addition, quantile regression models show that the degree of active management has diametrically opposite impacts on fund performance for high-performing versus low performing mutual funds. For those mutual funds that perform well, a higher degree of active management results in even better performance. For poorly performing funds, more active management exacerbates the poor performance. Because actual future performance cannot be predicted with complete certainty in specific time intervals, active management strategies entail higher risk. The greater risk of active management has been overlooked in the literature.

There has been considerable controversy about the value of active fund management. Advocates of the efficient market hypothesis argue that active investment management must be a zero-sum game. That is, any potential over-performance of some actively managed funds must be offset by under-performance of other sectors of the market (Fama and French, 2010). Furthermore, several studies show that over-performance by some actively managed funds is mostly due to luck, not skill, and there is little or no evidence of persistence in fund over-performance (Barras, Scaillet, and Wermers, 2010, Busse, Goyal and Wahal, 2010). In sharp contrast, several recent papers have presented evidence that active management style results in
higher average performance (Cremers and Petajisto, 2009, Amihud and Goyenko, 2013). Our study shows that the superior average performance of actively managed funds is accompanied by higher variability in performance. Thus, investors in actively managed funds do not get a free lunch. Instead, the superior average performance entails higher risks.

To demonstrate the power of quantile regressions, Figure 1 shows an OLS regression and quantile regressions of fund performance (measured by Carhart 4-factor alphas) on fund expense ratios using equity mutual fund data for 2012. Panel A is the scatter plot of fund performance versus the expense ratio with the OLS fitted line. The fitted OLS line is downward sloping, consistent with prior literature findings of lower performance for higher expense ratio funds. However, the scatter plot clearly shows that fund performance is heteroscedastic and that the OLS regression fails to capture the large variance in performance of high expense ratio funds. Panel B presents the quantile regression fits for the conditional 10th, 25th, 50th, 75th and 90th quantiles (or percentiles) of the 4-factor alphas. The slopes of the five fitted lines are quite different from each other and from the OLS fitted line. For the 90th quantile, the fitted line is basically flat, suggesting that the expense ratio has minimal impact upon the risk-adjusted returns of high performing funds. In contrast, the slope of the 10th percentile fitted line is much steeper, indicating a much larger negative impact of the expense ratio on the risk-adjusted returns of poorly performing funds than suggested by the OLS slope.

The rest of the paper is organized as follows. Section I describes the data collection and presents the summary statistics. Section II examines the impact of fund characteristics and fund performance volatility and demonstrates significant heterogeneity in fund performance.

Section III analyzes the relation between fund performance and fund characteristics with both conditional-mean based regressions and quantile regressions. Initially, we run single
equation panel regressions and Fama-MacBeth regressions with our data to confirm the findings in the existing literature. Our empirical findings are consistent with the prior studies using single equation regressions. Then Section III employs quantile regressions on the same data and finds considerably different results from single equation least-squares regressions.

Section IV provides robustness checks of the main results and section V concludes the paper. The Appendix provides a detailed discussion of quantile regression.

I. **Data Collection, Variable Construction, and Summary Statistics**

We collect data from the CRSP mutual fund database. Our sample period covers 1991 to 2012. We focus on U.S. equity funds and exclude index or index-based funds. We also eliminate sector funds and funds with non-traditional investment objectives, such as long/short equity funds and absolute return funds. We use the CRSP fund objective codes to classify funds as growth, income, balanced, large cap, midcap, small cap, and microcap funds.

To minimize the potential for ‘incubation’ bias (Evans, 2010), we eliminate funds with TNA value less than $5 million. Further, we exclude funds with an insufficient number of monthly returns to estimate 4-factor models (see estimation procedure below). For funds with multiple classes, we aggregate data to the fund level by taking TNA-weighted averages, similar to the approach in French (2008) and Fama and French (2010).

A. **4-factor Model Estimation**

At the beginning of every calendar year, we estimate the Carhart (1997) 4-factor model based on the fund’s previous 36 monthly returns for each fund as follows:

---

3 We use the CRSP data item ‘index_fund_flag’ to classify funds into index or index-based funds. If the ‘index_fund_flag’ has a value ‘D’, the fund is an index fund. If the data item equals to ‘B’ or ‘E’, the fund is an index-based fund.
\[ R_{i,t} - RF_t = \alpha_t + b_t \cdot RMRF_t + s_t \cdot SMB_t + h_t \cdot HML_t + m_t \cdot MOM_t, \]
\[ t = -36 \text{ to } -1 \]  

\( RMRF \) denotes the excess return of the market portfolio over the risk-free rate. \( SMB \) is the return difference between small and large capitalization stocks. \( HML \) is the return difference between high and low book-to-market stocks, and \( MOM \) is the return difference between stocks with high and low past returns. The time series of the 4 monthly factors are downloaded from the website of Kenneth French.\(^4\)

Following Carhart (1997), we exclude funds with less than 30 valid prior months of return data. The R-squared of regression model (1), or the percent of mutual fund returns explained by the 4-factor model, is used by Amihud and Goyenko (2013) to measure the degree of fund active management. The idea is simple. Mutual funds with low R-squared are defined as actively managed since their performance deviates significantly from the 4-factor model. While other methodologies have been used to measure active management, the Amihud-Goyenko (2013) approach avoids the need to obtain and analyze mutual fund holdings. Thus, we use the R-squared to measure the degree of active management.

The regression intercept, \( \hat{\alpha}_t \), measures the average monthly risk-adjusted return from the estimation period. We annualize it by multiplying by 12 and call it the Lagged Alpha because it measures the fund past risk-adjusted performance during the estimation period.

Next, we estimate the 12 monthly Fitted Alphas for each fund in a given calendar year as follows:

\[ \alpha_{i,t} = R_{i,t} - RF_t - \hat{b}_t \cdot RMRF_t - \hat{s}_t \cdot SMB_t - \hat{h}_t \cdot HML_t - \hat{m}_t \cdot MOM_t, \]
\[ t=1 \text{ to } 12 \]  

\(^4\) We thank Kenneth French for making the data publicly available.
The 4-factor model loadings are estimated from the regression model in equation (1) based on the fund’s prior 36 monthly return data. The 12 monthly Fitted Alphas are compounded to arrive at the annualized Fitted Alpha. We repeat the process for each fund for every calendar year with non-missing monthly return data.

Following Amihud and Goyenko (2013), we eliminate observations with R-squared at the two extreme tails (greater than 99.5% and less than 0.5%). In addition, we also truncate the sample at the two extreme tails of the Fitted Alpha (removing observations greater than 99.5% and less than 0.5%) and turnover ratios. The final sample includes 27,276 fund-year observations and 5,084 unique US domestic equity mutual funds.

In addition to the 4-factor Fitted Alpha, we also use benchmark-adjusted returns as an alternative measure of performance. The benchmark return is the value-weighted average return of all mutual funds in the CRSP database with the same CRSP investment objective. The difference between the fund’s net-of-fee return and the benchmark return is the benchmark-adjusted return and we call it Benchmark Alpha. Finally we compound the monthly Benchmark Alpha to annual Benchmark Alpha.

To measure the fund risk-adjusted performance volatility, we calculate the standard deviations of the monthly Fitted Alpha and monthly Benchmark Alpha for a given fund in a given calendar year.

---

5 As argued by Amihud and Goyenko (2013), funds with R-squared close to 1 are effectively ‘closet index’ funds, while extremely low R-squared might be the result of estimation error. Our main results are qualitatively the same if we winsorize or keep the outliers.
6 Part of the reason to use benchmark-adjusted return is to address a potential mechanical relation between R-squared and the volatility of Fitted Alphas. For low R-squared funds, the four risk factors (RMRF, SMB, HML and MOM) explain a smaller portion of the fund past return variations. As a result, when we use the factor loadings to estimate the Fitted Alphas, the estimation precision is likely to be lower, or the variance of the estimated Fitted Alpha is likely to be higher for the low R-squared funds. Benchmark-adjusted returns do not suffer from the potential problem of estimation errors.
7 Using equal-weighted average returns as benchmark generates essentially the same empirical results.
8 Jain and Wu (2000) use a similar procedure to calculate the benchmark-adjusted returns.
B. Descriptive Statistics

Panel A of Table 1 reports the descriptive statistics for the sample.\(^9\) The sample average (median) total net asset value is $1,325 ($247) million dollars. The average expense ratio and turnover ratio are 1.23% and 79.14% respectively.\(^10\) The sample average (median) R-squared is 0.90 (0.92). The average (median) Lagged Alpha is -0.56% (-0.65%). The average (median) Fitted Alpha is -1.24% (-1.51%).\(^11\) The average (median) Benchmark Alpha is positive: 0.55% (0.26%). The mean standard deviations of monthly Fitted Alpha and monthly Benchmark Alpha are very similar: 1.67% and 1.72% respectively.

Panel B reports the Pearson correlations of the variables. First note that the expense ratios and turnover ratios have significant negative correlations with the two measures of performance, the Fitted Alpha and the Benchmark Alpha, consistent with findings in prior research that these two ratios have a negative impact on fund performance. Second, similar to Amihud and Goyenko (2013), the R-squared has a significantly negative correlation with Lagged Alpha, suggesting lower R-squared funds, on average, have better risk-adjusted returns. R-squared is also negatively correlated with Fitted Alpha and Benchmark Alpha, though the correlation between R-squared and Fitted Alpha is not statistically significant.\(^12\)

Interestingly, the three fund characteristics are also significantly correlated with the volatility of monthly fund performance. The significantly positive correlations between Expense Ratio, Turnover Ratio and the Standard Deviations of monthly performance suggest that funds

---

\(^9\) The descriptive statistics are very similar to those of Amihud and Goyenko (2013).

\(^10\) Mutual funds report expense and turnover ratios on fiscal year basis. We convert the fiscal year based ratios to calendar year by taking the monthly TNA weighted averages.

\(^11\) The estimated Fitted Alpha is of similar magnitude as those reported in prior studies (for example, Edelen et al., 2012).

\(^12\) The insignificant correlation between R-squared and Fitted Alpha might be explained by the large intertemporal variability in Fitted Alpha. After controlling for year dummies, we find a significant negative coefficient on R-squared in an OLS regression of Fitted Alpha on R-squared. Furthermore, the Pearson correlations between R-squared and Fitted Alpha are significantly negative in 13 out of the 22 sample years, but significantly positive in only 4 years.
with higher expense and turnover ratios have higher performance variability. Similarly, R-squared is significantly negatively correlated with the performance volatility measure, indicating that actively managed funds (funds with lower R-squared) have higher performance variability.

In addition, R-squared has significantly negative correlations with both the expense ratio and the turnover ratio. This suggests that more actively managed funds (i.e., funds with lower R-squared) have higher expense and turnover ratios, signifying that active management is more expensive and requires more trading either to time the market or to take advantage of perceived market inefficiencies. In addition, the expense and turnover ratios are significantly positively correlated, indicating some commonality between funds with high expense ratios and funds with high turnover ratios.

Finally, the fund size, as measured by the log of TNA, is positively correlated with R-squared and negatively correlated with the expense ratio and the turnover ratio, indicating that larger mutual funds are less actively managed and, likely as a result, charge lower expense ratios and trade less. These patterns are consistent with findings in Amihud and Goyenko (2013).

II. Fund Performance Volatility

While there is an extensive literature on the determinants of mutual fund performance, no study explicitly focuses on the volatility in fund performance and how fund characteristics, such as the expense ratio and the turnover ratio, affect performance volatility. Various fund characteristics reflect fund investment styles and risk-taking approaches, which in turn can be expected to have an impact on fund performance volatility. Indeed, the results in Table 1 suggest that funds might differ significantly in their performance variability. In this section, we first

---

13 The direction of causation is not clear. Funds with low expense ratios and low turnover may attract a large inflow of funds from sophisticated investors.
develop our hypotheses on the relations between fund characteristics and performance volatility. Subsequently we test these hypotheses empirically.

A. Hypotheses on Fund Characteristics and Performance Volatility

Two explanations for high expense ratios have been proposed in the literature. While the two hypotheses have opposite predictions on the relation between the expense ratio and fund performance, they have similar implications for the impact of the expense ratio on performance volatility. First, as expense ratios pay for portfolio management services provided by mutual funds, high expense ratios should be justified by superior investment services, namely higher risk-adjusted returns. To achieve higher performance, skillful fund managers deviate from the index and concentrate the portfolio on undervalued stocks, industries, or sectors. For example, Kacperczyk et al. (2005) find a significant positive correlation between the expense ratio and industry concentration of fund holdings. A consequence of stock/sector picking is a lack of diversification and an increase in the idiosyncratic risk, leading to higher variability of risk-adjusted performance.

While this hypothesis implies a positive relation between expense ratio and fund performance, most empirical studies find the opposite: high expense funds underperform their low expense brethren. Several empirical and theoretical studies argue that investors in high expense funds are unsophisticated, have low sensitivity to poor performance, and trust their fund managers (Christoffersen and Musto, 2002, Gil-Bazo and Ruiz-Verdu, 2009, and Gennaioli et al., 2015). As a result, fund managers are able to strategically charge higher expense ratios. In addition, Gil-Bazo and Ruiz-Verdu (2009) find that better fund governance can mitigate the negative relation between expense ratios and fund performance, suggesting high expense funds are weak in governance. Further, due to non-linear compensation structures, there is an incentive
for high expense funds to take excessive risk (Brown et al, 1996). If risks pay off, the resulting high performance attracts fund inflows and managers are better compensated. If risks backfire, fund outflows will be minimal due to the low sensitivity of fund investors to weak performance. Indeed, Huang, Sialm, and Zhang (2011) find that high expense funds are more likely to engage in risk-shifting activities. Consequently, this hypothesis about high expense ratios also predicts a positive relation between the expense ratio and performance volatility. Based on the two main explanations for high expense ratios, we propose our first hypothesis:

**H1: High expense funds have higher volatility in performance than low expense funds.**

It is well established in the literature that trading volume is positively related to asset price and return volatility (Karpoff, 1987, Kandel and Pearson, 1995). Two theories have been proposed to explain this pattern: differences-of-opinion and overconfidence. The differences-of-opinion hypothesis posits that investors have substantially different interpretations of public information which lead to higher trading volume and larger asset price/return volatility (Harris and Raviv, 1993, Kandel and Pearson, 1995). The overconfidence hypothesis further argues that the large difference of opinion is likely a result of investors’ and traders’ overconfidence in the accuracy and precision of their information (Odean, 1998). Several empirical studies find overconfidence leads to higher trading volume, lower risk-adjusted returns and higher return volatility (Barber and Odean, 2000, 2001). Thus, if high fund turnover ratios are a symptom of fund managers’ overconfidence and preference for assets with a high degree of differences-of-opinion, we propose our second hypothesis:

**H2: High turnover funds have higher volatility in performance than low turnover funds.**

By definition, actively managed funds pursue investment and trading strategies that deviate from benchmarks (Cremers and Petajisto, 2009). Consequently, actively managed funds
are likely to take more idiosyncratic risk. Indeed, following Amihud and Goyenko (2013), we use the OLS R-squared of the Carhart 4-factor regression models to measure active management. As argued by Amihud and Goyenko (2013), one minus R-squared is the ‘proportion of the fund’s variance that is due to idiosyncratic risk.’ Thus, our third hypothesis is as follow:

\[ H3: \text{Actively managed funds have higher volatility in performance.} \]

B. Empirical Examination of Performance Volatility

Using both panel regressions and Fama-MacBeth regressions, we test the three hypotheses on fund performance volatility. Table 2 presents the empirical results. The dependent variables are either the Standard Deviations of Monthly Fitted Alpha or Standard Deviations of Monthly Benchmark Alpha. The test variables include the Expense Ratio, Turnover Ratio, and R-squared.\(^{14}\) Several control variables are included in the regression. Lagged Log of TNA is the natural log of the year-end TNA for the previous calendar year. Lagged Log of Family TNA is the natural log of the year-end fund family TNA for the previous calendar year. Lagged Alpha is the annualized intercept of the 4-factor model regression of the fund’s previous 36 monthly returns as in equation (1). In addition, the regression includes fund style dummies. Year dummies are included in the panel regression to capture the year fixed effects. The first (last) two columns report the results from panel regressions (Fama-MacBeth regressions).

The coefficients on Expense Ratio range from 0.245 to 0.289 and are highly significant in both the panel and Fama-MacBeth regressions, suggesting a one-standard-deviation increase in the expense ratio (0.45%) increases the standard deviation of monthly risk-adjusted performance by 0.11% \((0.45% \times 0.25)\), or a 0.1 standard deviation increase of the sample standard deviations of

\(^{14}\) Following Amihud and Goyenko (2013), we also take the logistic transformation of the R-squared as an alternative test variable because the R-squared value is heavily skewed toward values between 0.9 and 1, its upper bound. The empirical results are qualitatively the same and available upon request.
the fitted alpha. The coefficients on the Turnover Ratio are also significantly positive in both the panel and Fama-MacBeth regressions, supporting Hypothesis 2 that high turnover funds have higher volatility in risk adjusted performance. A one-standard-deviation increase in turnover ratio (64%) increases the standard deviation of monthly risk-adjusted performance by about 0.13% (64%*0.002). The coefficient on R-squared is about -4 and highly significant. A one-standard-deviation decrease in R-squared (-0.078), or increase in active management, increases the standard deviation of monthly risk-adjusted performance by about 0.3%.

Funds belonging to a large fund family have relatively lower performance volatility although the size of the fund itself does not significantly affect performance variability.

The results in Table 2 suggest that fund characteristics impact monthly performance variability. The intertemporal volatility in monthly performance might be smoothed out over time. Next, we further check the cross-sectional annual performance variability by sorting fund characteristics into quintiles based on fund characteristics. First, we sort the sample into quintiles by expense ratios with quintile 1 being the lowest expense ratio and quintile 5 having the highest expense ratio. Figure 2 is a box plot of the annual Fitted Alpha on expense ratio quintiles. The whiskers are set at the 1.5 interquartile ranges (IQR) of the lower and upper quartiles.

The standard deviation and interquartile range of annual Fitted Alphas for the lowest expense ratio quintile are 6.35% and 6.09% respectively. They increase monotonically for funds in higher expense ratio quintiles, reaching 9.01% and 9.40% for the highest expense ratio quintile. The evidence shows high cross-sectional variation in annual fund performance for high expense

---

15 As reported in Table 1, the standard deviation of monthly fitted alpha has a sample standard deviation of 1.1%.
16 Box plots of annual Benchmark Alpha give qualitatively similar results. To conserve space, we do not present these box plots.
ratio funds. The conditional distribution of annual Fitted Alphas (conditional on expense ratio) is not constant: the variance of the annual Fitted Alphas is much larger for high expense fund.

We make similar box plots of annual Fitted Alpha against quintiles of turnover ratios, R-squared, and fund size in Figures 3 to 5. Figures 3 and 4 indicate a similar pattern of performance heteroscedasticity with respect to fund turnover ratios and R-squared. Funds in the lower turnover ratio (higher R-squared) quintiles have much smaller standard deviations and interquartile ranges of Fitted Alpha, and the standard deviations and interquartile ranges increase (decrease) with the turnover ratio (R-squared) quintiles. In contrast, Figure 5 shows that fund performance is relatively homoscedastic with respect to fund size. The standard deviations and interquartile ranges of Fitted Alpha do not differ greatly between various quintiles of fund TNA. The findings are consistent with the results in Table 2 that high expense ratio, high turnover ratio and more actively managed funds tend to have more volatile risk-adjusted returns, while fund size does not significantly affect performance variability.

III. Fund Characteristics and Performance

We first use the conditional mean panel regressions and Fama-MacBeth regressions to analyze the relationship between fund characteristics and performance. The purpose is to show that our data generate similar empirical results as documented in previous studies which employ conditional mean regression models. Then, we use quantile regression to analyze the same issue and show the impacts of the fund characteristics on performance differ significantly between high-performing and poor-performing funds.

A. Conditional Mean Regression Analysis

\footnote{We perform the Bartlett’s test and the Levene’s test for the equality if the variances of Fitted Alpha at different expense ratio quintiles. Both tests reject the null hypothesis of homoscedasticity at the 1% level.}
Two measures of fund performance are used as dependent variables: the annual Fitted Alpha and the annual Benchmark Alpha, which were defined in Section I.A. Panel A (panel B) of Table 3 reports the results based on annual Fitted Alpha (Benchmark Alpha). The explanatory variables include fund characteristics and fund style dummies. Year dummies are included in the panel regression to capture the year fixed effects. In addition, previous studies document persistence in fund performance (Brown and Goetzmann, 1995, Gruber, 1996). To control for performance persistence, we include Lagged Alpha as an explanatory variable, which is the annualized intercept of the 4-factor model regression of the fund’s previous 36 monthly returns as in equation (1).

The first column of Table 3 reports the coefficient estimates from the panel regressions. The numbers in the parentheses are t-statistics based on White heteroscedastic consistent standard errors corrected for serial correlation (White, 1980). The coefficients on Expense Ratio and Turnover Ratio are both significantly negative, consistent with findings in many prior studies that high expense ratios and turnover ratios negatively affect fund risk-adjusted returns (Malkiel, 1995, Carhart, 1997). The coefficient on R-squared is \(-8.372 (-7.245)\) and highly significant when the dependent variable is the annual Fitted Alpha (Benchmark Alpha), suggesting that more actively managed funds (or funds with low R-squared) have, on average, better risk-adjusted return. A one-standard-deviation decrease in R-squared increases the Fitted Alpha, on average, by 0.65% \((8.372*0.078)\). The coefficient on the natural logarithm of the lagged TNA is significantly negative and the coefficient on the natural logarithm of the lagged fund family TNA is significantly positive, consistent with the findings of Chen et al. (2004). The results on the Lagged Alpha are mixed.
The second column of Table 3 reports the coefficient estimates from the Fama-MacBeth regressions. The coefficient estimates are remarkably similar to those from the panel regressions. In addition, the coefficient on R-squared in the Fitted Alpha regression is \(-8.10\), very close to the \(-8.21\) in Amihud and Goyenko (2013).

Overall, the empirical results from the OLS-based regression analysis are consistent with findings in existing literature that fund characteristics such as the expense ratio, the turnover ratio, and the degree of active management have significant impacts on fund performance.

**B. Quantile Regression Analysis**

While confirming findings in existing literature, the conditional-mean regression approach in the previous section assumes that a) a single equation regression model fully describes the data, b) the dependent variable follows a conditional normal distribution, and c) the dependent variable is homoscedastic. As shown in Section II, fund performance exhibits heteroscedasticity. Furthermore, White’s test and the Breusch-Pagan test for heteroscedasticity in the panel regressions both reject the null hypothesis of homoscedasticity at the 1% significance level.

Although methodologies have been developed to allow for heteroscedastic errors, traditional one-equation, conditional mean regression only models the conditional *mean* of the dependent variable as a function of the independent variables. The conditional-mean models cannot reveal the impact of the independent variables on the non-central locations of the dependent variable when the homoscedasticity or normality assumption is violated.\(^{18}\)

In this section, we use quantile regression to re-examine the relationship between fund characteristics and performance. For each conditional quantile (or percentile) of the *dependent* variable....

\(^{18}\) Under the ideal condition that the dependent variable is identically and normally distributed, the classical conditional-mean models describe, completely and parsimoniously, the relationship between the independent variables and the distribution of the dependent variable.
variable, a linear function is fitted. Thus, quantile regression results in a series of linear functions for low, intermediate, and high values of the dependent variable. Appendix A provides an overview of the methodology.

In our case, the dependent variable is fund performance. As we will see, the relationship between fund performance and each of the explanatory variables does not have to be the same for different levels of performance. For some of our explanatory variables, the relation between performance and the explanatory variables changes markedly for different levels of performance. For other explanatory variables, the relation between performance and those variables is essentially the same for different levels of performance.

Columns 3 to 7 of panel A (panel B), Table 3, report the quantile regression results for the conditional 10th, 25th, 50th, 75th and 90th percentiles of the Fitted Alpha (Benchmark Alpha). The empirical results allow us to examine the impact of each of the explanatory variables on mutual fund performance for low, medium, and high-performing funds. Although Table 3 reports results for five quantiles, these five quantiles are consistent with the full range of quantiles reported below in Figures 6 and 7.

The coefficients for the Expense Ratio in both panels A and B of Table 3 are significantly negative for all the conditional percentiles of the dependent variable except the 90th percentile. This pattern shows that the expense ratio has an overall negative impact on fund performance, consistent with the results from the conditional mean regression models and the findings in the earlier literature. Yet the impact of the Expense Ratio is not uniform at the different percentiles of the dependent variable. Most of the coefficients at the conditional 10th, 25th, 75th and 90th percentiles are significantly different from the 50th percentile coefficient and also different from

---

19 It is important to note that quantile regression is not the same as running individual regressions on subsamples based on unconditional quantiles of the dependent or independent variables. Hallock et al. (2010) has an excellent detailed discussion on this possible misconception about quantile regression.
the coefficient from the panel regression. Furthermore, the magnitude and significance levels of the coefficients decrease at the higher conditional percentiles of fund performance. While the coefficient on the Expense Ratio at the conditional 90th percentile of fund performance is still negative, it is no longer significantly different from zero. These findings suggest that the expense ratio has a much larger negative impact on performance of poorly performing funds but has a smaller negative effect when the fund is doing well.

This finding provides further justification for not investing in high expense funds. As found in prior literature, high expense funds have, on average, lower performance than their low expense counterparts. In addition, as we documented in Section II, high expense funds also have much more volatile risk-adjusted returns, increasing the risk for their investors. Finally, the preceding finding indicates that high expense ratios inflict on fund investors a ‘wrong-way’ risk, that is, they greatly exacerbate the already poor performance suffered by investors.

The coefficients on the Turnover Ratio in Table 3 in have a very similar pattern. All the quantile regression coefficients are negative, indicating that turnover generally has a negative impact on performance. These findings are consistent with the results from the conditional mean regressions and previous studies. In addition, the magnitude of the coefficients is bigger and the significance level is higher at the lower conditional percentiles of the fund performance, but smaller and lower at the higher conditional percentiles. At the 90th percentile, the coefficient is not significantly different from zero.

As discussed in Section II, prior studies suggest that high turnover is likely a symptom of fund managers’ overconfidence in their information and stock picking skills. If the managers’ information turns out to be wrong and/or their investment strategies fail to work, the fund

---

20 To test the significance of the difference between two coefficients, we compare the 95% confidence intervals of the two coefficients. If the two confidence intervals overlap, then the difference in the coefficients is not significant.
performance will be inferior. The more overconfident the managers are, the more they are likely to trade based on their poor information and failing strategies, leading to a significantly larger negative impact of turnover on already poor performance. On the other hand, if the fund managers’ information is accurate and investment strategies are successfully, the high trading volume based on the information and strategies help to offset the generally negative impact of high trading on performance due to commissions, bid-ask spread and market impact costs, resulting in minor or no drag in net risk-adjusted performance.

In both panels of Table 3, the coefficients on R-squared exhibit a startling pattern. They are significantly positive for the conditional 10th and 25th percentiles, turn to significantly negative for the 50th percentile and become increasingly more negative for higher percentiles. All the quantile regression coefficients on R-squared are significantly different from the coefficient in the panel regressions. In addition, the coefficients on R-squared for the conditional 10th, 25th, 75th and 90th percentiles are significantly different from the coefficients for the 50th percentile.

The interpretation of the results is as follows. First, the significantly negative coefficient on R-squared for the conditional 50th percentile regression indicates a decrease in R-squared (or an increase in the degree of active management) increases the expected conditional median value of Fitted Alphas and Benchmark Alphas. This pattern is consistent with the results from the conditional mean regressions that lower R-squared funds, on average, have better performance. Second, the much larger coefficients for the conditional 75th and 90th quantile regressions indicate that a shift to more active management increases the expected 75th and 90th percentile values of the risk-adjusted performance much more than the increase in the expected median value, showing that more actively managed funds have higher upside potential. However, the significantly positive coefficients for the conditional 25th and 10th quantile regressions suggest
that a shift to more active management decreases the expected 25th and 10th percentile value of
the fund performance, indicating that active management style also has significant downside risk.
Actively managed funds have enormous variability in performance. In a nutshell, when
performance is bad, active funds do very badly. When performance is good, active funds do very
well.

A possible economic explanation of the results is as follows. Mutual fund managers who
believe that they have special information with the potential to earn higher risk-adjusted returns
tend to concentrate more of their portfolio in these special information securities (Kacperczyk et
al., 2005). The consequence of this investment strategy is a lower correlation with the
performance of broad market indexes, i.e. lower R-squared. While the special information is not
perfect, the risk-adjusted returns from exploiting the special information can be superior on
average. However, since the information is imperfect, the risk-adjusted returns will be either
favorable (if the information proves to be accurate and the fund’s risk-adjusted performance is on
the conditional 75th or 90th quantiles) or unfavorable (if the information is wrong and the fund’s
performance is on the conditional 10 or 25th quantiles). The result is greater dispersion of
performance.21

To illustrate how the degree of active management, as measured by R-squared, magnifies
fund over- or underperformance, suppose two mutual funds have the same special information.
The manager in the first fund allocates 50% of his investment to a passive index portfolio and the
other half to the ‘information’ portfolio. The second fund invests 55% of its money into the

---

21 Investors could potentially lower the performance volatility of individual funds by forming a portfolio of actively
managed funds. To check if such a diversification strategy can result in second degree stochastic dominance by a
portfolio of actively managed funds over a portfolio of least actively managed funds, we performed a simulation. At
the beginning of each calendar year, we form 400 equal-weighted portfolios of 15 funds. For 200 portfolios, the 15
funds are randomly chosen, without replacement, from the lowest R-squared quintile. Another 200 portfolios
contain funds randomly chosen from the highest R-squared quintile. Thus, for the 22-year sample period, we have a
total of 8,800 portfolios. A comparison of the CDFs of the two groups of portfolios indicates no second degree
stochastic dominance.
‘information’ portfolio and the rest in the index portfolio. The second fund is more actively managed with a lower R-squared. If the special information proves to be accurate, both funds will outperform the passive index fund, but the more active fund will have larger over-performance. In other words, when funds outperform, as those funds with Fitted Alphas or Benchmark Alphas in the 75th and 90th percentiles, the higher degree of active management further enhances fund performance. In contrast, if the funds’ special information is wrong and the investment strategy fails, both funds will underperform but the more active fund will underperform more. The performance will be worse the more closely the fund follows the losing strategy.

While the coefficients on the Expense Ratio, the Turnover Ratio, and R-squared vary greatly from the top percentiles to the bottom percentiles of the conditional distribution of the dependent variable, the coefficients on the Lagged Log of Fund TNA and the Lagged Log of Family TNA in Table 3 are fairly uniform at the different percentiles of the dependent variable and they are not significantly different from the panel regression coefficients in column 1. The reason for the fairly uniform coefficients on these two variables is that the two dependent variables, Fitted Alpha and Benchmark Alpha, are relatively homogeneously distributed at different fund sizes and at different fund family sizes. Figure 5 indicates that the standard deviation of the Fitted Alpha does not vary significantly between different quintiles of fund TNA. Consequently, the quantile regression coefficients are not statistically different from that of the conditional mean regression.

Figures 6 and 7 contain four diagrams plotting the quantile regression coefficients on the Expense Ratio, the Turnover Ratio, R-squared and Lagged Log of Fund TNA for all quantiles of Fitted Alphas along with the 95% confidence intervals. As a comparison, the coefficients from
the panel regression in Table 3 are also plotted in the diagrams. The diagrams confirm the patterns of the quantile regression coefficients observed in Table 3. In the left diagram of Figure 6, the coefficients on the Expense Ratio are always negative, but the magnitude of the coefficients is smaller at the higher percentile regressions. A similar pattern shows up in the right diagram of the coefficients on the Turnover Ratio. In the left diagram of Figure 7, the coefficients on R-squared are positive for the low quantiles of Fitted Alphas and become negative for the higher quantiles. The 95% confidence interval is quite tight for the coefficients on R-squared.

In contrast, the right diagram of Figure 7 shows that the coefficients for the Lagged Log of Fund TNA are fairly constant at all conditional percentiles, consistent with the pattern observed in Table 3. In addition, the 95% confidence intervals of the quantile regression coefficients largely overlap with the 95% confidence intervals of the panel regression coefficient.

C. An Example of Active Fund Management

The empirical findings strongly suggest that actively managed funds have more volatile performance and that the higher performance variability is a direct consequence of pursuing an active management style. The case of Legg Mason’s Value Trust Fund provides some anecdotal evidence. The fund was run by legendary investor Bill Miller until 2011 and had outperformed the S&P 500 index 15 years in a row from 1991 to 2005. According to news stories, the fund pursued an active management style (see Bruner and Carr, 2005, for a discussion of Bill Miller’s investment strategies). The average R-squared for the Value Trust fund in our sample period is 0.90, putting it into the second lowest R-squared quintile.

The good fortune of Value Trust ran out in 2008. The fund’s raw return of -55% far underperformed the S&P 500 index’s decline of 37%. We estimate the fund had a 4-factor alpha
of -13% for 2008. The fund underperformance was largely due to its heavy investments in distressed financials, such as Countrywide Financial, Bear Stearns, Freddie Mac and AIG. The R-squared of the fund dipped to 0.856 between 2005 and 2007. While the strategy of heavy investment in distressed financials backfired in 2008, the same strategy had been very successful in the past. During the S&L crisis in the early 1990s, the Value Trust Fund loaded up on American Express, Freddie Mac and other struggling banks, resulting in a weighting of more than 40% in financials (Lauricella, 2005). Consistently, we estimate that the R-squared of Value Trust Fund was 0.874 from 1993-1995. When the financial sector rebounded in 1996, the Fund’s performance was a spectacular 38% compared to 15% of the S&P 500 Index.

IV. Robustness Checks

We analyze annual fund performance in Table 3 rather than monthly performance because annual intervals are a more reasonable investment horizon for average investors. Consequently, we require funds in the sample to have a full year of monthly returns. This procedure might introduce potential survivorship bias due to the elimination of funds in the last several months of their lives. To address this concern, we repeat the quantile regressions with annualized monthly Fitted Alpha (monthly Fitted Alpha multiplied by 12) and annualized monthly Benchmark Alpha as the dependent variables.\textsuperscript{22} The results are reported in Table 4.

For the monthly results, the same pattern is observed for the Expense Ratio and Turnover Ratio as for the annual analysis. The patterns of significantly negative coefficients on R-squared for higher conditional quantiles (75% and 90%) and significantly positive coefficients for lower conditional quantiles (10% and 25%) in Table 4 remain consistent with the results in

\textsuperscript{22} We use the annualized monthly Fitted Alpha and Benchmark Alpha because most explanatory variables, such as Expense Ratio and Turnover Ratio, are reported on annual basis. In addition, using the annualized monthly Fitted Alpha and Benchmark Alpha facilitates the comparison of the results in Table 3.
Table 4. Thus, the main empirical results are not affected significantly by the elimination of the final monthly performances of funds that cease to exist during the sample period.\textsuperscript{23}

Given that our sample is a panel dataset, serial correlation of fund performance over time is a potential concern. To address this concern, we also run the quantile regressions for each sample year. The empirical results are consistent with those from the pooled data. While the coefficients vary from year to year, there is a clear pattern of generally positive coefficients on R-squared at the 10\textsuperscript{th} and 25\textsuperscript{th} percentiles and increasingly negative coefficients on R-squared from the 50\textsuperscript{th} to the 90\textsuperscript{th} percentiles. Similar patterns as the pooled sample are also observed for the coefficients on the Expense Ratio and Turnover Ratio from the annual quantile regressions. To conserve space, we do not present these results.

V. Conclusion

We document great heterogeneity in mutual fund performance and show that fund characteristics, such as the expense ratio and the turnover ratio, not only affect the average fund performance, but also the variability in performance. This heterogeneity in fund performance has been overlooked in prior research that have used conditional-mean based single equation regression models to analyze the relation between fund characteristics and performance. Our study uses quantile regressions to re-evaluate the impact of fund characteristics on performance. Our empirical findings provide a much richer and more nuanced description on the impact of fund characteristic on performance.

First, we find that the expense ratio not only reduces net risk-adjusted return on average, but significantly increases the performance volatility. Furthermore, its negative impact is more

\textsuperscript{23}Interestingly, the coefficients for the conditional 50\textsuperscript{th} percentile are almost identical in Tables 3 and 4, regardless if annual or monthly performance is used as dependent variable. The magnitude of the coefficients for higher and lower conditional quantiles are much larger in Table 3. The reason is that the monthly performance has significantly higher standard deviation than the annual performance, which smooth out large month-to-month variations.
pronounced for poorly performing funds. Second, we observe a similar pattern for the turnover ratio. High expense ratios and turnover ratios reduce fund performance and increase performance volatility, doubly adverse effects. In addition, the turnover ratio’s negative impact on performance is accentuated for the worst performing mutual funds. Since investors do not know in advance which funds will be good performers and which will be poor performers in specific time intervals, higher expense ratios and higher turnover ratios increase downside risk without any upside gain.

Third, while we confirm prior studies that actively managed funds have superior average performance, we demonstrate previous research has overlooked the risks of active management. We find that superior average performance is accompanied by higher volatility in performance. The impact of active management on performance is asymmetric at the top and bottom tails of the fund performance distribution. For those mutual funds that are performing well, a higher degree of active management results in even better performance. However, for poorly performing funds, more active management exacerbates the poor performance. Because actual fund performance in a specific time interval cannot be predicted with certainty, the greater variability in performance of actively managed funds increases the risk to investors. The practical implication is that active managed funds are suitable for relatively more risk tolerant investors.
References


Table 1. Summary Statistics
This Table reports the descriptive statistics of the sample. Total Net Asset value (TNA) is the fund average monthly TNA for a given calendar year. The Expense Ratio and Turnover Ratio are the reported annual ratios on a calendar year basis. For each fund-year observation, we use the fund’s previous 36 monthly returns to run the Carhart (1997) 4-factor model. R-squared is the 4-factor regression R-squared. The Lagged Alpha is the monthly 4-factor regression intercept multiplied by 12. The Fitted Alpha is the annualized (compounded) monthly fund risk-adjust return, or the difference between the fund monthly return and the fund’s predicted return estimated by multiplying the factor monthly returns by the estimated factor betas. The Benchmark Alpha is the annualized (compounded) monthly difference between the fund net return and valued weighted average returns of all funds in the CRSP database with the same investment objective. The sample period covers 1991 to 2012 with 27,276 fund-year observations and 5,084 unique US domestic equity funds of $5 million TNA or greater.

<table>
<thead>
<tr>
<th>Panel A: Fund Characteristics</th>
<th>Mean</th>
<th>Median</th>
<th>Std. Dev</th>
<th>25%</th>
<th>75%</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fund TNA (million $)</td>
<td>1,324.87</td>
<td>247.404</td>
<td>4,929.510</td>
<td>71.115</td>
<td>879.975</td>
<td>5.008</td>
<td>183,354.360</td>
</tr>
<tr>
<td>Expenses (%)</td>
<td>1.230</td>
<td>1.192</td>
<td>0.451</td>
<td>0.960</td>
<td>1.467</td>
<td>0.001</td>
<td>6.660</td>
</tr>
<tr>
<td>Turnover (%)</td>
<td>79.136</td>
<td>63.000</td>
<td>64.349</td>
<td>34.000</td>
<td>105.000</td>
<td>1.860</td>
<td>479.881</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.902</td>
<td>0.922</td>
<td>0.078</td>
<td>0.873</td>
<td>0.955</td>
<td>0.409</td>
<td>0.994</td>
</tr>
<tr>
<td>Lagged Alpha (%)</td>
<td>-0.561</td>
<td>-0.653</td>
<td>4.731</td>
<td>-2.969</td>
<td>1.685</td>
<td>-30.733</td>
<td>41.982</td>
</tr>
<tr>
<td>Fitted Alpha (%)</td>
<td>-1.236</td>
<td>-1.509</td>
<td>7.792</td>
<td>-5.357</td>
<td>2.313</td>
<td>-27.306</td>
<td>35.866</td>
</tr>
<tr>
<td>Benchmark Alpha (%)</td>
<td>0.547</td>
<td>0.257</td>
<td>8.702</td>
<td>-3.648</td>
<td>4.226</td>
<td>-53.246</td>
<td>124.195</td>
</tr>
<tr>
<td>Std. Dev. Monthly Fitted Alpha (%)</td>
<td>1.665</td>
<td>1.373</td>
<td>1.100</td>
<td>0.939</td>
<td>2.043</td>
<td>0.168</td>
<td>12.643</td>
</tr>
<tr>
<td>Std. Dev. of Monthly Benchmark Alpha (%)</td>
<td>1.715</td>
<td>1.377</td>
<td>1.245</td>
<td>0.962</td>
<td>2.032</td>
<td>0.032</td>
<td>19.221</td>
</tr>
</tbody>
</table>

Panel B: Correlations

<table>
<thead>
<tr>
<th></th>
<th>Log of Fund TNA</th>
<th>Expenses Ratio</th>
<th>Turnover Ratio</th>
<th>R-squared</th>
<th>Lagged Alpha</th>
<th>Fitted Alpha</th>
<th>Benchmark Alpha</th>
<th>Std. Dev. of Fitted Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expenses Ratio</td>
<td>-0.333***</td>
<td>0.188***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Turnover Ratio</td>
<td>-0.106***</td>
<td>0.188***</td>
<td>-0.117***</td>
<td>-0.109***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.157***</td>
<td>-0.259***</td>
<td>-0.117***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lagged Alpha</td>
<td>0.122***</td>
<td>-0.086***</td>
<td>-0.126***</td>
<td>-0.109***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitted Alpha</td>
<td>0.010*</td>
<td>-0.061***</td>
<td>-0.065***</td>
<td>-0.004</td>
<td>-0.013**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benchmark Alpha</td>
<td>0.004</td>
<td>-0.032***</td>
<td>-0.033***</td>
<td>-0.047***</td>
<td>0.004</td>
<td>0.552***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. Dev. of Monthly Fitted Alpha</td>
<td>-0.106***</td>
<td>0.253***</td>
<td>0.230***</td>
<td>-0.322***</td>
<td>0.042***</td>
<td>0.017***</td>
<td>0.056***</td>
<td></td>
</tr>
<tr>
<td>Std. Dev. of Monthly Benchmark Alpha</td>
<td>-0.096***</td>
<td>0.216***</td>
<td>0.180***</td>
<td>-0.318***</td>
<td>0.093***</td>
<td>0.037***</td>
<td>0.041***</td>
<td>0.752***</td>
</tr>
</tbody>
</table>

***, **, * The correlation is statistically significant at the 1%, 5% and 10% levels.
Table 2. Analysis of Monthly Fund Performance Volatility
This Table presents regression analysis of the volatility in monthly fund performance. The first two columns present the panel regression results and the last two columns contain the results from Fama-MacBeth regressions. In each set of regressions, two different dependent variables are used: the standard deviation of monthly Fitted Alpha in a given calendar year and the standard deviation of the monthly Benchmark Alpha in a given calendar year (both in percentage). R-squared is the R-squared of the 4-factor regression of the fund’s prior 36 monthly returns. The Expense Ratio is the fund’s annual expense ratio in percentage and Turnover Ratio is the annual turnover ratio in percentage. Lagged Log(Fund TNA) is the natural log of the fund’s total net asset value at the end of the prior year. Lagged Log(Family TNA) is the natural log of the fund family’s total net asset value at the end of prior year. The first two columns report the coefficient estimation from panel regressions. The numbers in parentheses are t-statistics based on White heteroscedastic consistent standard errors corrected for serial correlation of a given fund (White, 1980).

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Panel Regression</th>
<th>Fama-MacBeth Regressions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Std. Dev. of</td>
<td>Std. Dev. Of</td>
</tr>
<tr>
<td></td>
<td>Fitted Alpha</td>
<td>Benchmark Alpha</td>
</tr>
<tr>
<td></td>
<td>Std. Dev. of</td>
<td>Std. Dev. of</td>
</tr>
<tr>
<td></td>
<td>Benchmark Alpha</td>
<td>Benchmark Alpha</td>
</tr>
<tr>
<td>Intercept</td>
<td>4.362</td>
<td>5.182</td>
</tr>
<tr>
<td></td>
<td>(37.97)</td>
<td>(46.66)</td>
</tr>
<tr>
<td>Expense Ratio (%)</td>
<td>0.289</td>
<td>0.245</td>
</tr>
<tr>
<td></td>
<td>(21.05)</td>
<td>(15.21)</td>
</tr>
<tr>
<td>Turnover Ratio (%)</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>(16.69)</td>
<td>(9.82)</td>
</tr>
<tr>
<td>R-squared</td>
<td>-3.741</td>
<td>-4.363</td>
</tr>
<tr>
<td></td>
<td>(-32.50)</td>
<td>(-39.55)</td>
</tr>
<tr>
<td>Lagged Log(Fund TNA)</td>
<td>0.007</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(2.05)</td>
<td>(1.99)</td>
</tr>
<tr>
<td>Lagged Log (Family TNA)</td>
<td>-0.015</td>
<td>-0.024</td>
</tr>
<tr>
<td></td>
<td>(-5.29)</td>
<td>(-7.29)</td>
</tr>
<tr>
<td>Fund-style Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>No. of Obs.</td>
<td>27,276</td>
<td>27,276</td>
</tr>
</tbody>
</table>
Table 3. Annual Fund Performance Analysis
This Table presents regression analysis of mutual fund risk-adjusted returns. In panel A, the dependent variable is the Fitted Alpha (in percentage). In panel B, the dependent variable is the Benchmark Alpha (in percentage). The first (second) column reports the results on panel (Fama-MacBeth) regressions. Columns 3 to 7 report the results on quantile regressions. The Expense Ratio is the fund’s annual expense ratio in percentage and the Turnover Ratio is the annual turnover ratio in percentage. R-squared is the R-squared of the 4-factor regression of the fund’s prior 36 monthly returns. Lagged Alpha is the 4-factor regression intercept multiplied by 12. Lagged Log (Fund TNA) is the natural log of the fund’s total net asset value at the end of the prior year. Lagged Log (Family TNA) is the natural log of the fund family’s total net asset value at the end of prior year. The numbers in parentheses are t-statistics. For the panel regressions, the t-statistics are based on White heteroscedastic consistent standard errors corrected for serial correlation of a given fund (White, 1980).

<table>
<thead>
<tr>
<th>Panel A. Regressions of Fitted Alpha</th>
<th>Panel Regression</th>
<th>Fama-MacBeth Regression</th>
<th>Quantile Regressions Conditional Quantiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>(11.98)</td>
<td>(3.13)</td>
<td>(-11.88)</td>
</tr>
<tr>
<td>Expense Ratio (%)</td>
<td>-1.220</td>
<td>-1.165</td>
<td>-2.272^{†,#}</td>
</tr>
<tr>
<td></td>
<td>(-10.03)</td>
<td>(-6.40)</td>
<td>(-14.26)</td>
</tr>
<tr>
<td>Turnover Ratio (%)</td>
<td>-0.008</td>
<td>-0.006</td>
<td>-0.017^{†,#}</td>
</tr>
<tr>
<td></td>
<td>(-9.09)</td>
<td>(-2.17)</td>
<td>(-14.48)</td>
</tr>
<tr>
<td></td>
<td>(-10.70)</td>
<td>(-2.85)</td>
<td>(12.09)</td>
</tr>
<tr>
<td>Lagged Alpha (%)</td>
<td>0.023</td>
<td>0.062</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>(1.75)</td>
<td>(1.07)</td>
<td>(1.10)</td>
</tr>
<tr>
<td>Lagged Log(Fund TNA)</td>
<td>-0.173</td>
<td>-0.212</td>
<td>-0.111</td>
</tr>
<tr>
<td></td>
<td>(-5.56)</td>
<td>(-4.73)</td>
<td>(-3.17)</td>
</tr>
<tr>
<td>Lagged Log (Family TNA)</td>
<td>0.076</td>
<td>0.124</td>
<td>0.063</td>
</tr>
<tr>
<td></td>
<td>(3.10)</td>
<td>(2.64)</td>
<td>(2.14)</td>
</tr>
<tr>
<td>Fund-style Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year Dummies</td>
<td>Yes</td>
<td>n.a</td>
<td>Yes</td>
</tr>
<tr>
<td>Adjusted R^2</td>
<td>0.16</td>
<td>0.11</td>
<td>n.a</td>
</tr>
<tr>
<td>No. of Obs.</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
</tr>
</tbody>
</table>
### Panel B. Regressions of Benchmark Alpha

<table>
<thead>
<tr>
<th></th>
<th>Panel Regression</th>
<th>Fama-MacBeth Regression</th>
<th>Quantile Regressions Conditional Quantiles</th>
<th>10%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>8.729</td>
<td>5.751</td>
<td>-18.474&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>-7.982&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>5.303&lt;sup&gt;j&lt;/sup&gt;</td>
<td>19.154&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>34.972&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.19)</td>
<td>(1.03)</td>
<td>(-16.91)</td>
<td>(-9.95)</td>
<td>(5.69)</td>
<td>(15.22)</td>
<td>(21.11)</td>
<td></td>
</tr>
<tr>
<td>Expense Ratio (%)</td>
<td>-0.993</td>
<td>-0.755</td>
<td>-1.436&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>-1.126</td>
<td>-0.869</td>
<td>-0.457</td>
<td>-0.001&lt;sup&gt;j&lt;/sup&gt;,#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.92)</td>
<td>(-1.80)</td>
<td>(-11.00)</td>
<td>(-10.55)</td>
<td>(-7.15)</td>
<td>(-3.04)</td>
<td>(-0.01)</td>
<td></td>
</tr>
<tr>
<td>Turnover Ratio (%)</td>
<td>-0.006</td>
<td>-0.001</td>
<td>-0.012&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>-0.009&lt;sup&gt;j&lt;/sup&gt;</td>
<td>-0.008</td>
<td>-0.003&lt;sup&gt;j&lt;/sup&gt;</td>
<td>-0.000&lt;sup&gt;j&lt;/sup&gt;,#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-4.73)</td>
<td>(-0.23)</td>
<td>(-9.37)</td>
<td>(-12.20)</td>
<td>(-8.75)</td>
<td>(-3.37)</td>
<td>(-0.18)</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>-7.245</td>
<td>-4.284</td>
<td>16.180&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>7.086&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>-4.32</td>
<td>-16.618&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td>-30.748&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.90)</td>
<td>(-0.83)</td>
<td>(14.33)</td>
<td>(9.12)</td>
<td>(-4.93)</td>
<td>(-13.65)</td>
<td>(-19.54)</td>
<td></td>
</tr>
<tr>
<td>Lagged Alpha (%)</td>
<td>-0.037</td>
<td>-0.009</td>
<td>-0.088&lt;sup&gt;#&lt;/sup&gt;</td>
<td>-0.044</td>
<td>0.004</td>
<td>0.035</td>
<td>0.084&lt;sup&gt;i&lt;/sup&gt;,#</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.09)</td>
<td>(-0.20)</td>
<td>(-6.01)</td>
<td>(-3.41)</td>
<td>(0.30)</td>
<td>(2.07)</td>
<td>(3.55)</td>
<td></td>
</tr>
<tr>
<td>Lagged Log(Fund TNA)</td>
<td>-0.232</td>
<td>-0.267</td>
<td>-0.103</td>
<td>-0.108</td>
<td>-0.134</td>
<td>-0.117</td>
<td>-0.164</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.47)</td>
<td>(-4.59)</td>
<td>(-2.95)</td>
<td>(-3.24)</td>
<td>(-5.10)</td>
<td>(-3.43)</td>
<td>(-3.53)</td>
<td></td>
</tr>
<tr>
<td>Lagged Log (Family TNA)</td>
<td>0.116</td>
<td>0.200</td>
<td>0.154</td>
<td>0.139</td>
<td>0.113</td>
<td>0.060</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.94)</td>
<td>(3.22)</td>
<td>(5.14)</td>
<td>(6.91)</td>
<td>(5.69)</td>
<td>(2.33)</td>
<td>(1.31)</td>
<td></td>
</tr>
<tr>
<td>Fund-style Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Year Dummies</td>
<td>Yes</td>
<td>n.a</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Adjusted R&lt;sup&gt;2&lt;/sup&gt;</td>
<td>0.01</td>
<td>0.08</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
<td>n.a</td>
<td></td>
</tr>
<tr>
<td>No. of Obs.</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
<td>27,276</td>
<td></td>
</tr>
</tbody>
</table>

<sup>i</sup> indicates the coefficient is significantly different from the corresponding panel regression coefficient.<br>
<sup>#</sup> indicates the coefficient is significantly different from the coefficient of the conditional 50% quantile regression.
Table 4. Monthly Fund Performance Analysis: Quantile Regressions

This Table presents quantile regression analysis of monthly fund risk-adjusted returns. In panel A, the dependent variable is the annualized monthly Fitted Alpha in percentage (monthly Fitted Alpha multiplied by 12). In panel B, the dependent variable is the annualized monthly Benchmark Alpha in percentage. The Expense Ratio is the fund’s annual expense ratio in percentage and the Turnover Ratio is the annual turnover ratio in percentage. R-squared is the R-squared of the 4-factor regression of the fund’s prior 36 monthly returns. Lagged Alpha is the 4-factor regression intercept multiplied by 12. Lagged Log(Fund TNA) is the natural log of the fund’s total net asset value at the end of the prior month. Lagged Log(Family TNA) is the natural log of the fund family’s total net asset value at the end of the prior month. The numbers in parentheses are t-statistics.

Panel A. Quantile Regression on Monthly Fitted Alpha

<table>
<thead>
<tr>
<th></th>
<th>10%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-64.311,*#</td>
<td>-28.115,*#</td>
<td>6.596</td>
<td>40.645,*#</td>
<td>76.737,*#</td>
</tr>
<tr>
<td></td>
<td>(-65.48)</td>
<td>(-34.27)</td>
<td>(11.16)</td>
<td>(57.63)</td>
<td>(72.75)</td>
</tr>
<tr>
<td></td>
<td>-4.081,*#</td>
<td>-2.407,*#</td>
<td>-0.956</td>
<td>0.661,*#</td>
<td>2.183,*#</td>
</tr>
<tr>
<td></td>
<td>(-30.18)</td>
<td>(-24.88)</td>
<td>(-12.27)</td>
<td>(6.78)</td>
<td>(14.01)</td>
</tr>
<tr>
<td></td>
<td>-0.028,*#</td>
<td>-0.017,*#</td>
<td>-0.007</td>
<td>0.002,*#</td>
<td>0.012,*#</td>
</tr>
<tr>
<td></td>
<td>(-25.40)</td>
<td>(-24.29)</td>
<td>(-12.28)</td>
<td>(2.27)</td>
<td>(12.02)</td>
</tr>
<tr>
<td>R-squared</td>
<td>53.851,*#</td>
<td>23.372,*#</td>
<td>-5.795</td>
<td>-34.913,*#</td>
<td>-65.454,*#</td>
</tr>
<tr>
<td></td>
<td>(56.70)</td>
<td>(30.22)</td>
<td>(-10.95)</td>
<td>(-54.38)</td>
<td>(-64.13)</td>
</tr>
<tr>
<td></td>
<td>0.084,*#</td>
<td>0.148*</td>
<td>0.201</td>
<td>0.194</td>
<td>0.202</td>
</tr>
<tr>
<td>Lagged Alpha (%)</td>
<td>(6.13)</td>
<td>(12.03)</td>
<td>(18.93)</td>
<td>(17.47)</td>
<td>(13.55)</td>
</tr>
<tr>
<td></td>
<td>-0.245</td>
<td>-0.179</td>
<td>-0.156</td>
<td>-0.199</td>
<td>-0.225</td>
</tr>
<tr>
<td></td>
<td>(-7.62)</td>
<td>(-7.25)</td>
<td>(-6.98)</td>
<td>(-8.28)</td>
<td>(-7.11)</td>
</tr>
<tr>
<td></td>
<td>0.259,*#</td>
<td>0.155</td>
<td>0.086</td>
<td>0.062</td>
<td>0.012,*#</td>
</tr>
<tr>
<td></td>
<td>(9.75)</td>
<td>(7.64)</td>
<td>(5.04)</td>
<td>(3.05)</td>
<td>(0.45)</td>
</tr>
</tbody>
</table>

Panel B. Quantile Regression on Monthly Benchmark Alpha

<table>
<thead>
<tr>
<th></th>
<th>10%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-72.512,*#</td>
<td>-33.313,*#</td>
<td>6.726</td>
<td>48.278,*#</td>
<td>91.686,*#</td>
</tr>
<tr>
<td></td>
<td>(-57.66)</td>
<td>(-40.19)</td>
<td>(10.69)</td>
<td>(57.51)</td>
<td>(70.76)</td>
</tr>
<tr>
<td></td>
<td>-3.752,*#</td>
<td>-2.168,*#</td>
<td>-0.850</td>
<td>0.331,*#</td>
<td>1.887,*#</td>
</tr>
<tr>
<td></td>
<td>(-26.91)</td>
<td>(-22.62)</td>
<td>(-9.76)</td>
<td>(3.05)</td>
<td>(12.03)</td>
</tr>
<tr>
<td></td>
<td>-0.021,*#</td>
<td>-0.011</td>
<td>-0.005</td>
<td>-0.001,#</td>
<td>0.007,#</td>
</tr>
<tr>
<td></td>
<td>(-19.59)</td>
<td>(-14.22)</td>
<td>(-6.48)</td>
<td>(-0.81)</td>
<td>(6.02)</td>
</tr>
<tr>
<td>R-squared</td>
<td>59.526,*#</td>
<td>26.743,*#</td>
<td>-6.094</td>
<td>-40.218,*#</td>
<td>-77.111,*#</td>
</tr>
<tr>
<td></td>
<td>(50.35)</td>
<td>(33.08)</td>
<td>(-10.01)</td>
<td>(-50.67)</td>
<td>(-64.48)</td>
</tr>
<tr>
<td></td>
<td>-0.007,*#</td>
<td>0.033,*#</td>
<td>0.115</td>
<td>0.177,#</td>
<td>0.248*</td>
</tr>
<tr>
<td></td>
<td>(-0.41)</td>
<td>(2.65)</td>
<td>(10.14)</td>
<td>(13.50)</td>
<td>(16.36)</td>
</tr>
<tr>
<td></td>
<td>-0.235</td>
<td>-0.183*</td>
<td>-0.175</td>
<td>-0.209*</td>
<td>-0.293</td>
</tr>
<tr>
<td></td>
<td>(-5.95)</td>
<td>(-6.55)</td>
<td>(-7.54)</td>
<td>(-6.89)</td>
<td>(-7.40)</td>
</tr>
<tr>
<td></td>
<td>0.413,*#</td>
<td>0.288*</td>
<td>0.145</td>
<td>0.029,*#</td>
<td>-0.006,*#</td>
</tr>
<tr>
<td></td>
<td>(13.77)</td>
<td>(13.93)</td>
<td>(8.06)</td>
<td>(1.30)</td>
<td>(-0.20)</td>
</tr>
<tr>
<td>Fund-style Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year Dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>No. of Obs.</td>
<td>356,582</td>
<td>356,582</td>
<td>356,582</td>
<td>356,582</td>
<td>356,582</td>
</tr>
</tbody>
</table>

* indicates the coefficient is significantly different from the corresponding panel regression coefficient (not tabulated).

# indicates the coefficient is significantly different from the coefficient of the conditional 50% quantile regression.
Panel A. OLS Regression of Fitted Alpha on Expense Ratio

Panel B. Quantile Regressions of Fitted Alpha on Expense Ratio

Both panels A and B contain the scatter plots of mutual fund Carhart 4-factor Fitted Alpha against expense ratio for US domestic equity funds in 2012. The straight line in panel A is the fitted line of OLS of 4-factor Fitted Alpha on expense ratio. Panel B presents the quantile regression fits for the conditional 10th, 25th, 50th, 75th and 90th quantiles of the 4-factor Fitted Alpha.
Figure 2
The sample is sorted into quintiles by fund’s annual expense ratio with 1 being the lowest expense ratio and 5 being the highest expense ratio. The Figure is a box plot of the annual Fitted Alpha on expense ratio quintiles. The whiskers are set at the 1.5 interquartile ranges (IQR) of the lower and upper quartiles. The circles stand for outlier observations.
Figure 3
The sample is sorted into quintiles by fund’s annual turnover ratio with 1 being the lowest turnover ratio and 5 being the highest turnover ratio. The Figure is a box plot of the annual Fitted Alpha on turnover ratio quintiles. The whiskers are set at the 1.5 interquartile ranges (IQR) of the lower and upper quartiles. The circles stand for outlier observations.
Figure 4
The sample is sorted into quintiles by fund’s 4-factor regression R-squared with 1 being the lowest R-squared and 5 being the highest R-squared. The Figure is a box plot of the annual Fitted Alpha on R-squared quintiles. The whiskers are set at the 1.5 interquartile ranges (IQR) of the lower and upper quartiles. The circles stand for outlier observations.
Figure 5
The sample is sorted into quintiles by fund’s beginning-year TNA with 1 being the lowest TNA and 5 being the highest TNA. The Figure is a box plot of the annual Fitted Alpha on fund TNA quintiles. The whiskers are set at the 1.5 interquartile ranges (IQR) of the lower and upper quartiles. The circles stand for outlier observations.
Figure 6.
The figure plots the regression coefficients on Expense Ratio (left panel) and Turnover Ratio (right panel) by conditional quantile levels of Fitted Alphas. The solid line is the quantile regression coefficient estimates and the shaded area represents the 95% confidence intervals of quantile regression coefficient estimates. The thicker dotted line is the panel regression coefficient estimates and the thinner dotter lines are the 95% confidence intervals of the panel regression coefficient estimates.
Figure 7
The figure plots the regression coefficients on R-squared (left panel) and Lagged Log of Fund TNA (right panel) by conditional quantile levels of Fitted Alphas. The solid line is the quantile regression coefficient estimates and the shaded area represents the 95% confidence intervals of quantile regression coefficient estimates. The thicker dotted line is the panel regression coefficient estimates and the thinner dotter lines are the 95% confidence intervals of the panel regression coefficient estimates.
Appendix A. Quantile Regression

Quantile regression was developed by Koenker and Bassett (1978) and has been widely used in the social sciences (see Hao and Naiman, 2007, for a detailed discussion). It differs from the classical conditional mean regression in that it does not impose the strong assumptions of homogeneity and normality in the dependent variable, making it an ideal tool when the dependent variable is heteroscedastic and/or highly skewed. Second, rather than modeling the conditional mean of the dependent variable as in classical least squares regression, quantile regression models the different conditional quantiles (percentiles) of the dependent variable as functions of the independent variables. In other words, quantile regression fits multiple linear functions for different quantiles of the dependent variable. This enables an estimation of the impact of the independent variables on the whole distribution, rather than only the mean, of the dependent variable.\footnote{Note that, if the dependent variable is identically and normally distributed, quantile regression will generate the same coefficient estimates at different conditional percentiles of the dependent variable. No additional information will be gained from quantile regression.}

It is important to note that quantile regression is not the same as running individual regressions on subsamples based on unconditional quantiles of the dependent or independent variables. Hallock et al. (2010) has an excellent detailed discussion on this possible misconception about quantile regression.

In addition, the estimation technique of quantile regression is different from the least squares regression. Instead of minimizing the sum of squared deviations from the mean as in least squares regression, quantile regression uses linear programming to minimize the weighted sum of the absolute value of the deviations from a particular quantile.

The basic approach of quantile regression is to fit a linear function for each conditional quantile, $q$, (or percentile) of the dependent variable so that the absolute value of deviations from
the fitted values are weighted by \((1 - q)\) for observations below the \(q^{th}\) quantile of the dependent variable and by \(q\) for observations above the \(q^{th}\) quantile. The linear function for \(q^{th}\) quantile minimizes the sum of the weighted absolute value of the deviations from the fitted value. Thus, to fit a linear function for low (high) percentiles, observations below (above) that percentile are weighted more heavily compared to observations above (below) that percentile. Suppose we consider the conditional 25\(^{th}\) percentile. In the fitted function, the weighting is 0.75 for all observations below the conditional 25\(^{th}\) percentile and 0.25 for all observations above the conditional 25\(^{th}\) percentile of the dependent variable. On the other hand, for the conditional 90\(^{th}\) percentile fitted function, observations below the 90\(^{th}\) percentile are weighted by 0.10 and observations above the 90\(^{th}\) percentile are weighted by 0.90.

To demonstrate the advantages of quantile regression and illustrate its differences from the conditional mean regression, we perform a simulation. Specifically, we create three cases and fit the OLS and quantile regressions for each case. In the first case, the dependent variable is homoscedastic and we will show that OLS and quantile regression generate the same results. In the other two cases, the dependent variable is heteroscedastic. We will demonstrate that OLS cannot distinguish the heteroscedastic cases from the homoscedastic one. Further, we will show the results from quantile regression are more informative and describe fully the relation between the dependent and independent variables.

First, we generate 1000 random numbers, \(X_i \sim U (0, 10)\), where \(i = 1\) to 1000. \(X\) is the independent variable. Next, we generate three dependent variables, \(Y\), \(H\) and \(L\). All three dependent variables follow conditional normal distributions.

\(Y_i\) is a random observation from a conditional normal distribution with mean of \(X_i\) and standard deviation of 5. Thus \(Y_i \sim N (X_i, 5)\), where \(i = 1\) to 1000. \(Y\) is homoscedastic, i.e., the
conditional normal distributions have the same standard deviation. Panels A and B in Figure A1 are the scatter plots of Y against X.

The second dependent variable, H, is heteroscedastic. \( H_i \) is a random variable drawn from a conditional normal distribution with mean of \( X_i \) and standard deviation equal to \((2.5 + \frac{X_i}{2})\). Thus, \( H_i \sim N(X_i, 2.5 + \frac{X_i}{2}) \), where \( i = 1 \) to 1000. For high (low) values of the independent variable \( X \), the standard deviation of \( H \) is larger (smaller). The standard deviation has a lower bound of 2.5 and upper bound of 7.5. The scatter plots of \( H \) against \( X \) in panels C and D in Figure A1 clearly demonstrate heteroscedasticity of \( H \).

The third dependent variable, L, is designed with very large heteroscedasticity. \( L_i \) is a random variable from a conditional normal distribution with mean of \( X_i \) and standard deviation equal to \( X_i \). Thus, \( L_i \sim N(X_i, X_i) \), where \( i = 1 \) to 1000. The standard deviation can be as large as 10 and as small as 0. The triangular shape of the scatter plots of \( L \) against \( X \) in panels E and F of Figure A1 reflects the very small (large) standard deviations in \( L \) at low (high) values of \( X \).

Note that, by design, the conditional normal distributions of the three dependent variables all have the value of the independent variable as the mean. Thus, we expect the conditional mean regression model will result in a coefficient of 1 on the independent variable.

Next, we run separate OLS regressions of the three dependent variables (Y, H, and L) on the independent variable X. As expected, the coefficients on the X variable are 1.0 in all three regressions. Panels A, C, and E in Figure A1 have the OLS fitted line with 95% confidence intervals and 95% prediction limits. Note that, while the shapes of the three scatter plots differ greatly, the OLS fitted lines, 95% confidence intervals and the 95% prediction limits are basically the same for all three dependent variables. Overall, the OLS indicates the relation between Y and X is identical to the relations between H and X, and between L and X, ignoring
the large heteroscedasticity and different impact of the independent variable on the dependent variable at different points of the distribution.

Next, we fit quantile regressions for each of the dependent variable at the 10th, 25th, 50th, 75th and the 90th percentiles. Panel B reports the quantile regression fits for the dependent variable Y. Note that the five fitted lines are parallel. Unreported quantile regression results show that the coefficients on the independent variable are close to 1 at all five percentiles. This suggests that quantile regression generates the same results and conclusion as the OLS when the dependent variable is homoscedastic and follows conditional normal distribution.

Panel D reports the quantile regression fits for dependent variable H. While all the fitted lines are upward sloping, those for the higher percentiles of the dependent variable are steeper. The steeper fitted line (and the larger coefficient) for the 90th quantile of the dependent variable indicates that value of the conditional 90th percentile of H increases much faster than the value of the conditional 10th percentile of H when the independent variable increases. Thus, quantile regression captures the asymmetric impact of the independent variable on the different percentiles of the conditional distribution of the dependent variable.

Panel F reports the quantile regression fits for dependent variable L. Interestingly, the fitted line for the 10th percentile is downward sloping, an observation confirmed by the negative coefficient for the 10th percentile regression. The downward sloping fitted line for the 10th percentile indicates that the lower tail of the dependent variable actually decreases as the independent variable increases, a pattern that is completely lost by the OLS. Similar to Panel D, the slopes of the other fitted lines are steeper for higher percentiles of the dependent variable.

The simulation shows that quantile regression provides an adjustment for heteroscedasticity since regression lines are fitted for different levels of the dependent variable.
More importantly, quantile regression models can relate the dependent variable and independent variables throughout the whole distribution of the dependent variable, not just at the conditional mean as in OLS.
Figure A1
Each panel contains the scatter plot and regression fit for a simulated dataset. X is the independent variable and $X_i \sim U(0, 10)$, where $i = 1$ to 1000. Y, H and L are three dependent variables, each following a conditional normal distribution. $Y_i \sim N(X_i, 5)$, $H_i \sim N(X_i, 2.5+X_i/2)$, $L_i \sim N(X_i, X_i)$, where $i = 1$ to 1000. Panels A, C and E have the scatter plots of each dependent variable and the OLS fitted line with 95% confidence interval and 95% prediction limits. Panels B, D and E have the scatter plots of each dependent variable and the quantile regression fitted lines for the 10th, 25th 50th, 75th and 90th percentiles.